
4 
POLES AND ZEROS 

4.0 Introduction 
The system function H(s) for any lumped LTI circuit always has the form of 
a ratio of polynomials in s, that is, a rational function. By the Fundamental 
Theorem of Algebra, any polynomial can be factored in terms of its roots, 

ansn + an_1Sn-1 + an_2Sn-2 + . . .  + alS + ao 
= an(s - st}(s - S2 ) " ·(s - Sn) . 

Thus a rational system function H(s) can always be written in the form 

H(s) = K (s - szd(s - Sz2)" ·(s - SzN ) 
(s - spt }(s - Sp2) " ·(s - SpM) 

and is completely specified (except for a real multiplicative constant) by the 
roots of the numerator and denominator polynomials-the zeros, Szi, and the 
poles, Spi, of H(s). The type of system function (e.g., driving-point impedance or 
transfer ratio), the types of elements that compose the circuit, and the topology of 
the network all place constraints on zero and pole locations. On the other hand, 
once the pole and zero locations are specified, much can be said-qualitatively as 
well as quantitatively-about the behavior of the system, including in particular 
the general trends of its frequency response H(jw). These are the topics of this 
chapter. With these topics we shall essentially complete our study of circuits as 
interconnections of the most primitive electrical elements. In the next chapter 
we shall start to explore the behavior of systems whose building blocks are 
themselves systems or circuits of some complexity. 

4.1 Pole-Zero Diagrams 
Often the most convenient and evocative way to summarize the characterization 
of a system function is to plot its pole and zero locations graphically in the 
complex s-plane; this is called a pole-zero diagram. An example is shown in 
Figure 4.1-l. 

The type of elements used as well as the network structure constrain the 
regions of the s-plane in which the poles and zeros may lie. First, it is important 
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106 Poles and Zeros 

s+l 
H ( s) = = 

Figure 4.1-1. An example of a pole-zero diagram. 

s- plane 

CT 

to note (as illustrated in Chapter 2) that the fact that the element values are 
real numbers forces the pole and zero locations either to lie along the real (J

axis (e.g., the zero in Figure 4.1-1) or to occur in conjugate complex pairs at 
mirror-image points with respect to the a-axis (e.g., the poles in Figure 4.1-1). 
Moreover , if the network is composed of positive R's, L's, and C's only (coupled 
coils and transformers are allowed, but no controlled sources), then the poles 
of the system function must lie in the left half-s-plane or on the J·w-axis (i.e., 
a � 0); see Problem 4.4 for a proof. Networks composed entirely of positive R's, 
L's, and C's are said to be passive. System functions whose poles do not lie in 
the right half-s-plane are called stable; a passive LTI network is stable. * 

For special classes of passive circuits the locations of the poles are even more 

restricted (see Problem 4.4 for a further discussion) : 

1. For LTI networks composed of positive R's and L's only, or positive R's and 
C's only (no controlled sources), the poles must all lie on the negative real 
axis. RC or RL networks are sometimes called relaxation networks because 

their zm is a weighted sum of monotonically decaying exponentials. 
2. For LTI networks constructed from positive L's and C's only (no controlled 

sources), the poles must all lie on the jw axis . Idealized LC networks are 
called lossless networks and are marginally stable; their zm is a weighted 
sum of undamped sinusoids that neither grow nor decay. 

"The converse is not true; a stable network need not be passive, as we have already seen 
in various op-amp examples and as we shall discuss in detail in Chapter 6. More generally, 
passivity implies that the energy one can extract from an element or circuit cannot exceed a 

finite bound determined by the initial state-see, e.g., J. L. Wyatt, Jr., et al., IEEE 'frans. 
Cir. & Sys., CAS-28 (1981): 48-61. Stability implies that the effects of small perturbations 
remain small; an LTI system is clearly unstable if its ZIR contains growing exponentials-if 
.the poles of the system function lie in the right half-s-plane-because then any disturbance, 
Ino matter how small, will ultimately yield a large effect. For a further discussion of stability, 
including more careful definitions, see Chapter 6. 
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4.1 Pole-Zero Diagrams 107 

The zeros of a passive system function-unlike the poles-can in general 
lie anywhere in the complex plane, although again special system types impose 
restrictions: 

1. If H(s) is a driving-point impedance, that is, if 

V(s) = H(s)1(s) 

where V( s) is the L-transform of the ZSR voltage across the impedance H( s) 
induced by a current source 1(s), then (as pointed out in Section 3.2) l/H{s) 
is also a system function, namely a driving-point admittance satisfying the 
equation 

1 
1(s) = 

H(s) 
V(s) 

where 1(s) is the L-transform of the ZSR current flowing through the im
pedance H(s) in response to a voltage source V(s). In this case the zeros 
of H(s), which are the poles of l/H{s), must satisfy the same types of con
straints as the poles: In general they must lie in the left half-plane for passive 
RLC networks, along the negative a-axis for passive RC and RL networks, 
or along the jw-axis for passive LC networks. * 

2. A ladder network is a circuit that looks topologically like a "ladder" with 
alternating series and shunt branches. It can be shown that the zeros of any 
transfer function of a ladder network must lie in the left half-plane. For an 
RC or RL ladder network the zeros must lie on the negative a-axis; for an 
LC ladder network they must lie on the jw-axis. 

Example 4.1-1 
The Twin-T network shown in Figure 4.1-2 is an important and useful RC circuit. 

C C 
il (t) ;2 (t) 

+ + 

VI ( f) R R V2( f) 
2C RI2 

Figure 4.1-2. A Twin-T network. 

"These conditions on the zeros are necessary but not sufficient for H(s) to be a driving-point 
impedance. Thus for RC, RL, or LC driving-point impedances, the poles and zeros must in 
fact alternate, as can be shown by extension of the methods of Problems 4.5 and 4.�. For the 
general case of an RLC driving-point impedance, restrictions on the zeros can be derived from 
the fact that the impedance must be a "positive-real function" as discussed in Problem 4.5. 
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Figure 4.1-3. Component T-networks from which the Twin-T of Figure 4.1-2 can be 
constructed. 

The short-circuit driving-point and transfer admittances of the 2-port shown in Figure 
4.1-2 (see the appendix to Chapter 3) can easily be found as the sums of the short
circuit admittances of the two simple ladder networks (called T-networks because of 
their topology) that in parallel comprise it, as shown in Figure 4.1-3: 

Y� l (S) = Y�2(S) 

Cs(s + 2IRC) 
2(s + 1/RC) 

Y�2(S) = Y;l(S) 

_Cs2 
2(s + I/RC) 

Hence 

Y�l(S) = Y�2(S) 

s+ 1/2RC 
R(s+ I/RC) 

Y�2(S) = Y�l(S) 

-1 

y, (s) =y; (s)= Cs(s+2IRC) s+1/2RC 
11 22 2(s+1IRC) +R(s+l/RC) 

C(S2 + 481 RC + II R2C2) 
2(8 + l/RC) 

and 

-3.732 
RC 

-.268 
RC 

__ 1-
RC 

jw 

1 
2R2C(S + IIRC) 

s-plane 

-C( 82 + 1/ R2C2) 
2(8 + I/RC) 

jw 
j 

RC 

1 --
RC j 

RC 

Figure 4.1-4. Pole-zero diagrams for Yl1(8) (left) and Y12(S) (right). 
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4.2 Vectorial Interpretation of H(jw) 109 

We note that Yu(s) is the driving-point admittance of an RC circuit-both poles 
and zeros (as shown in Figure 4.1-4) are on the negative real axis (and alternate as 
required by the footnote on page 107). The same properties also characterize Y;l(S) 
and Y�l(S), On the other hand, Y12(S) is the transfer admittance of an RC circuit-the 
pole is on the negative real axis as required, but the zeros are on the jw-axis. (The 
Twin-T is not a ladder network; thus the zeros of the transfer admittance need not 

lie on the negative real axis. Note, however, that Y;2(S) and Y�2(S), which are the 
transfer admittances of RC ladder networks, have their zeros at s = 0 or s = 00, which 
do lie on the negative real axis, at least in a limiting sense . ) Because it has a zeros on 
the jw-axis, the Twin-T network can be used to block or "trap" input sinusoids with 
frequencies near w = 1/ RC, preventing such input components from appearing at the 
output. (For an application see Problem 4.13.) 

��� 

4.2 Vectorial Interpretation of H(jw) 

Many of the important features of H(jw) as a function of jw can be deduced 
directly from the pole-zero diagram of H(s). A basis for this use of the pole-zero 
diagram is the observation that the complex number s - So, represented as a 
vector in the complex plane, is the vector joining the tips of the vectors sand 
SQ. The length of this vector is \ s - sol; its angle is L(S - so). These ideas are 
illustrated in Figure 4.2-1. 

5 

vector representing 5-50 

vector representing S 

vector representing 50 

Figure 4.2-1. Vectorial interpretation of the complex numbers s, So, and s - So· 

Suppose, now, that we write 

H(s) = K (s - szr )(s - Sz2 ) " ·(s - SzN ) • 
(s - Spl)(S - Sp2 ) " ·(s - SpM) 

(4.2-1) 

Then, expressing each term in magnitude-angle form and setting s = jw, we 

have 
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N 

II JjW - Szil 
IH(y'w)1 = K-,--i:r--,-1 __ -

IIljw - spil 
i=1 

N M 
LHUw) = L L(jw - Szi) - L LUw - Spi) . 

;=1 ;=1 

(4.2-2) 

(4.2-3) 

That is, IH(jw)\ is K times the ratio of the product of the lengths of the vectors 
from each zero to the point jw on the jw-axis divided by the product of the 
lengths of the vectors from each pole to the point jw. Similarly, the angle of 
H(y'w) is the difference of the sums of the individual term angles. The usefulness 
of this vectorial interpretation is best illustrated by an example. 

Example 4.2-1 

R 
O<Ro< 2R 

+ 
+ R 

Figure 4.2-2. Circuit for Example 4.2-1. 

Let us find the system function of the op-amp circuit shown in Figure 4.2-2. Employing 
the usual ideal op-amp approximations and using superposition and voltage-divider 
rules, we can readily find a relation between Vd s) and V2( s) by equating the voltages 
at the inverting and noninverting terminals: 

V2(s)(R + CIs) V; 
(s) 

R{l/Cs) 

1 R+l/Cs Ro 
R 1 R{l/Cs) + R 1 R(I/Cs) = V2(s) Ro + R +-+ +-+ ---.:�--.:.... 

Cs R + l/Cs Cs R + l/Cs 
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4.2 Vectorial Interpretation of R(jw) 

Rearranging (4.2-4) gives 

where 

V2(s) = R(s) = K �[�] V1(s) [�]2 + 2..[�] + 1 

1 
Wo = 

RC 

Wo Q Wo 

R 1 Q = 2R _ Ra 
(so that "2 < Q < 00 if 0 < Ra < 2R) 

K Ra+R R(' ) = 
2 R-Ra 

= JWO .  

111 

( 4.2-5) 

(4.2-6) 

(4.2-1) 

(4.2-8) 

The pole-zero diagram for R(s) is shown in Figure 4.2-3; as Ra is changed, the 
poles move along a circle of radius Wo. When Q = 112 (Ra = 0), the poles are coincident 
on the negative O"-axis at 0" = -Wo = -lIRC. When Q --> 00 (Ra --> 2R), the poles 
approach the points ±jwo (and indeed if Ra > 2 R, the poles move into the right half

plane, wh ich implies an unstable system). 
The pole-zero diagram for this circuit as Ro is adjusted behaves in precisely the 

same way as the pole-zero diagram for the impedance Z( s) of the parallel resonant 
circuit shown in Figure 4.2-4 as the shunt resistance R is varied : 

where 

Z(,)� 1 � R ,M�l 
�+�+Cs [�] +2..[�]+l 
R Ls Wo Q Wo 

K = R, 1 Wo=--, Q= R @=woRC=�. VI woL 

Pi = - Wo + J' �w 2 (I - _1_) 2Q - 0 4Q2 

1 Q=-2 

" 

..;rc 

jw 

Q=oo 

(j 
Z( s) 
--.. R L c 

Figure 4.2-3. Poles and zeros for (4.2-5). Figure 4.2-4. Parallel resonant circuit. 
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112 Poles and Zeros 

Thus, if we study the relationship between the pole-zero locations and the frequency response for the op-amp circuit, the results will apply widely to a large class of resonant 
systems. 

Resonance is an interesting phenomenon primarily when Q is large, say 10 or 
higher. The poles are then relatively close to the jw-axis, so that the pole-zero diagram 
becomes approximately as shown to the left in Figure 4.2-5. 

¥T I . 

I 
I 
I 
I 
* 

:::::JWo 

s-plone s-plone 

(jw-O) 

Sp2 
Figure 4.2-5. Pole-zero diagram for a resonant system with large Q. 

The frequency response H(jw) in this case has the form 

where 

Kwo . --JW 
H(jw) = Q 

(jW)2 + � (Jw) + w� 

Kwo
(

. 
) -- JW-O Q 

• -Wo 'J 2( 1) -Wo . Spi = Sp2 = 2Q + J Wo 1 - 4Q2 ::::: 2Q + JWO· 

To approximate H(jw) near w = Wo, we can consider the vectors Uw - 0) and Uw - Sp2) 
to be essentially constant, independent of w, at the values jwo and 2jwo, respectively. 
The behavior of H(Jw) is then dominated by the rapid change in the vector Uw - spt) 
for w near Wo: 

Kwo, --JWo ( ) H(jw)::::: Q H Jwo (jW + �� - jWo )2jwo 1 + j2Q(W :owo ) ' 
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4.2 Vectorial Interpretation of H(jw) 113 

At (w - wo)/wo = ±1/2Q, or w = wo ± wo/2Q, we have H(jw) = e+j7r/4H(jwo)/J'i. 
These are the half-power points, the frequencies at which IH(jw)12 = IH(jwo)12/2. 
Using the approximate formula above, we can sketch a universal resonance curve for w 
in the vicinity of Wo (or for f = w/21r in the vicinity of fo = wo/21r) as shown in Figure 
4.2-6. Note that Q is approximately the center frequency fa divided by the half-power 
bandwidth AI. 

fo-IO Af 
2 fo 

I I H(jw) I \1+j2Q(';;°)l:::: H{jwo) 

f 'd � t::. = half-power bondwi th = Q 

At fo+52 

L�(j21Tf) 
- - - - - - - - - - - - - - - - - - - - - � - - 900 , 

I 

�-------+--------��-----+--------�--' f 

_900 -- ---------- - -----------
Figure 4.2-6. Universal resonance curve. 

The vectorial interpretation of H(s) shows that for any H(s) having a pole 
close to the jw-axis, the universal resonance curve describes H(jw) for values 
of w near enough to the pole so that changes in the vectors from jw to all the 
other poles and zeros are small in comparison to the changes in the vector to the 
nearby pole. Some applications of this idea are discussed in the problems. 
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114 Poles and Zeros 

4.3 Potential Analogies 
The vectorial interpretation of the pole-zero factors of H(s) helps to make it 
clear how IH(8)1 becomes large for 8 near a pole and small for 8 near a zero. 
Sometimes it is also helpful to think in terms of a physical model. Imagine a 
rubber sheet with a and fw axes drawn on it. Arrange "tent poles" to push the 
sheet up at pole locations and "stakes" or "thumbtacks" to tack it down to the 
ground at zeros. The resulting surface roughly approximates IH( 8 )1· Such an 
imaginary experiment is often useful for visualizing the effect on IHUw)1 of a 
proposed arrangement of poles and zeros. 

An analogous experiment can actually be set up to yield accurate quantita
tive results. Consider a two-dimensional conducting surface such as a specially 
coated paper or a shallow tank filled with an electrolyte. Draw a pair of perpen
dicular axes, labelled a and w, on this surface to represent the complex plane. 
It is an elementary exercise in field theory to show that the potential at a point 
(a, w) on this surface resulting from a current probe touching the surface at the 
location (ao, wo) is proportional to In Is - 801, where s = a+ jw and 80 = ao+ jwo· 
If several inward-directed current probes are simultaneously applied to points 
(azi' wzt), several outward-directed current probes are simultaneously applied to 
points (api, Wpi), and the currents are all equal in magnitude, then the potential 
at (a, w) is 

¢(a, w) � In I (8 - Szl )( 8 - S22) " . (  s - SzM) I. (s - spr)(s - Sp2)" ·(s - SpN) 
That is, the potential is proportional to the log magnitUde of the system function 
H( s) having the corresponding zero and pole locations. 

Today the digital computer has largely replaced such analog techniques 
for determining the quantitative relation between pole-zero locations and the 
magnitude and phase of H(s). Yet the qualitative value of potential analogies 
remains. Sometimes known potential fields can be used without experiment to 
suggest network designs. Suppose, for example, we want to design a circuit with 
a frequency response that is approximately constant in magnitude over the band 
Iwl < 21rW and decays rapidly to zero outside, so that it approximates an ideal 
lowpass filter such as we shall study extensively in later chapters. The potential 
field produced by a conducting ring with the collector at infinity, as in Figure 
4.3-1a, is an appropriate starting point; from potential theory, the potential 
will be uniform inside the ring and will fall to a low value outside. We can 
approximate such a potential with uniformly spaced discrete probes as in Figure 
4.3-1b; the corresponding poles would not be a very satisfactory design because 

half of them are in the right half-plane. However , by symmetry (or by cascading 
the network with poles as in Figure 4.3-1b with the all-pass structure of Figure 
4 .3-1c) ,  we conclude that uniformly spaced poles as in Figure 4.3-1d should 
provide a stable design whose magnitude along the jw-axis is the square root of 
the magnitude obtained in Figure 4.3-1b. (See Problem 4.2 for a discussion of 
all-pass networks. ) More densely spaced poles will, of course, provide a better 
approximation. 

Copyrighted Material 



4.3 

jw 

current flow 

----If---+--+--.-.(j 

uniform potentiol 

(0) 

jw 

� 0 
x 0 

of. 0 (j 
� 0 

x 0 of. 0 

(C) 

Potential Analogies 

jw 

x + of. x 

____ of. __ -+_�+ __ �(j + of. 

115 

/"''\0'" 
o

.
ppro)(1 motely current probes 

uniform potentlol 

( b) 

jw 

+ x 
of. 
+ 

x of. 

(d) 
Figure 4.3-1. Pole locations for a lowpass filter. 

The resulting filter is one of the class of Butterworth lowpass filters discussed 
earlier. It can easily be shown to have the frequency response 

IH(jw)12 = 1 + w2n ;(27rW)2n 

where n is the number of poles. IH(jw)12 is plotted in Figure 4.3-2 for several 
values of n. (See Problem 4.12 for further discussion. ) 

IH(jw)12 

L-__________ �----�� __ ----�w 
271W 

Figure 4.3-2. IH(jw)12 for several Butterworth filters. 
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4.4 Bode Diagrams 

When all of the poles and zeros of H(s) are on the real axis, there exists 
an important technique-Bode's method*-for rapidly sketching IH(jw)1 and 
LH(jw) using simple straight-line approximations and asymptotes. Actually 
a Bode plot is a sketch of 201oglO IH(jw)1 (called the magnitude of H(jw) in 
decibelst (dB)) and LH(jw) versus 10glOW. A logarithmic amplitude scale not 
only is useful for displaying phenomena, such as frequency responses, that vary 
over a wide range, but also may have (at least for analog communication systems) 
a certain psychological justification, since such sensations as brightness and 
loudness grow (very roughly) as the logarithm of the intensity. It may be useful 
to remember that 

1 dB = change in IH(jw)1 of about 12%, 
6 dB = change in IH(jw)1 of almost exactly a factor of 2, 

20 dB = change in IH(jw)1 of exactly a factor of 10. 

Of course, the reference (0 dB) level need not be selected as IH(jw)1 = 1. More 
commonly, what is plotted is 20Iog1o(IH(jw)I/Ho), where Ho is some suitable 
reference level, such as H(O), the maximum value of IH(jw)l, or some other 
interesting value. For example, it is customary to measure sound pressures as so 
many dB above 2 X 10-5 newton/m2, which is approximately the pressure level 
corresponding to the average normal threshold of hearing at 1000 Hz. 

Bode's scheme is based on the observation that if the poles and zeros are on 
the a-axis, we can write 

H(8) = K(s + a)(s + b)· . . 
(s + c)(s + d)· .. 

where K, a, b, c, d, ... are real constants. Assuming for the moment that there 
are no poles or zeros at 8 = 0, it is convenient to rewrite this in the form 

H(s) = H(O)(1 + T18)(1 + T2S)'" 
(1 + T38 )(1 + T48)" . 

where Ti is the time constant of the corresponding pole or zero. Taking logarithms 
yields 

2010g1o IH(jw)1 = 2010g1o H(O) + 2010g1o 11 + jWT11 + 2010g10 11 + jWT2 1 + ... 
- 20log10 11 + jWT31 - 20log10 11 + jWT41-'" 

and 
LH(jw) = L(1 + jWT1) + L(1 + jWT2) + .. . 

- L(l + jWT3) - L(1 + jWT4) - . . . 

*H. W. Bode, Network Analysis 8JId Feedback Amplifler Design (New York, NY: Van Nostrand, 
1945) Chapter 15. 

tThe bel (named in honor of the inventor of the telephone) was originally introduced as the 
logarithm of a power ratio; the decibel (dB) is one-tenth as large. Since power is proportional 

for most applications to IH(jw)12, we have lOlog10 IH(jw)12 = 20log10 jH(jw)j. 
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4.4 Bode Diagrams 117 

so that if we know the magnitude and angle behavior of a single term (1+jW7), we 
can construct magnitude and angle plots by simple addition for any H(iw) having 
poles and zeros on the IT-axis. 

The magnitude and angle of 1 + jW7 are sketched in Figure 4.4-1. The 

following observations will help in remembering and reproducing such plots: 

1. The magnitude plot (dB vs. loglO w) is asymptotic to two straight lines-a 
horizontal one at 0 dB for low frequencies and a line with a slope of 6 dB per 
octave* (factor of 2) or 20 dB per decade (factor of 10) at high frequencies . 
The two asymptotes intersect at w = 1/7 (called the breakpoint) . 

2. The exact curve differs from the asymptotes by about 3 dB (;;::; 2010gio 0) 
at w = l/T, and by about 1 dB (;;::; 20log10 y574) one octave either side of 
the breakpoint (w = 2/7 and w = 1/27). 

3. The angle curve goes smoothly from 0° at w = 0 to 90° at w = 00, being 45° 
at w = l/T and being well approximated in between (within about 6°) by a 
straight line over two decades as shown. 

The special cases of poles or zeros at s = 0 are handled by simple extensions , as 
the following example shows. 

20109,0 II + jWTI 

20 

0.1 0.2 10 20 50 

- - - - - - - - - - - - ;. ,..�-.::-'""""----

___ 0<: _ _ _ _ _ _ _ _ _ _ _ _ _ 0° 

Figure 4.4-1. Magnitude and angle Bode plots for 1 + jWT. 

WT 

-----
*The use of the word "octave" for a factor of 2 in frequency derives, of course, from the 
corresponding musical interval-eight notes on the Western diatonic scale. 
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118 Poles and Zeros 
Example 4.4-1 
To illustrate Bode's method for sketching IHUw)1 and LHUw), suppose that 

Then 

20log1o iH(jw)1 = 20Iog1o(10) + 20log10 Iwl- 20log10 11 + jwl- 20log1o 11 + {�I· 
The asymptotes for each term are shown in the upper part of Figure 4.4--2. The dotted 
line in the lower part of Figure 4.4-2 shows the superimposed asymptotes; the solid 
line is a close approximation to the actual response curve for this bandpass filter. The 
corresponding phase asymptotes and approximate characteristic are shown in Figure 
4.4--3. 

['0",,,,'' 20 loqlOlwl, -20Io91011+jwl -2010g,oll+�� I 

-�� -------
-:: 
w , 

I 10 100 'I 

, , 

/ / I 10 100 I , w -, , , , , , -20 , , -20 , , , , w , -40 
10 100 

20Io91OIH(jw)1 � - - - �>..;--_-_-':-_ --,- 3dB 
10 100 1000 

-+----?---+----+-----'�----- w 

-20 

10 100 
w , , , , , , , 

Figure 4.4--2. Bode magnitude plot for Example 4.4-1. 

I 10 100 I 10 100 .1 I 10 

TT/r" 

'0 

'!r!-�_m '/' -L(";}, 
I 10 100 - w w- ......... w 

_lL 11 1T ' .... TT 2 - "2 .<:H(,w)-2" ---2 
TT 
2" 

.01 1000 10000 

Figure 4.4-3_ Bode phase plot for Example 4.4-1 . 
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4.4 Bode Diagrams 119 

Note that every rational function is proportional to some integer power of 
frequency, (jw)n, as w approaches either 0 or 00. Hence Bode magnitude plots for 
large or small frequency are asymptotically straight lines with slopes 6n dB/oc
tave (or 20n dB/decade). Simultaneously, the angle plots approach 90n degrees 
(modulo 360°). Conversely, if the dB-vs.-Iog1o w plot of an experimentally deter
mined IHUw)1 falls at, say, 18 dB/octave as w -+ 00, then IH(jw)1 '" 1/w3 at 
high frequencies. These asymptotic properties apply, of course, to Bode plots 
for any rational system function, H( s), although the simple techniques we have 
been describing for constructing such plots are restricted to H( s) having all poles 
and zeros on the a-axis. 

Example 4.4-2 
As a second example, consider 

JL( 1 + for H(s) = 
(1 + s)3 

The Bode diagram for (1 + TS)n is simply that for (1 + TS) multiplied by n. The overall 
result is shown in Figure 4.4-4. 

IH(jwll 
p. 

ind8 

10 100 1000 
__ ��-=�� __ ----�------+-----�r-.w 

-20 

-40 

-60 

-80 

-100 20dB 'decode 

Figure 4.4-4. Bode plots for Example 4.4-2. 
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4.5 Summary 
A rational system function is completely characterized (except for a real multi
plicative constant) by the locations of its poles and zeros. The types of elements 
that compose the network, as well as the topology of their interconnections, 
place constraints on what pole-zero locations are possible. Interpreting the pole
zero factors of H(s) as vectors in the complex plane provides insight into the 
relationship between pole-zero locations and the magnitude and phase of the 
system function. Special techniques are available for describing the frequency 
response when one of the poles is close to the jw-axis (resonance) and when all 
the poles and zeros are on the real axis (Bode's method). 
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EXERCISES FOR CHAPTER 4 

Exercise 4.1 

For each of the three circuits below, match a pole-zero plot from (a), an input-output 
differential equation from (b), a frequency response from (c) , and a step response from 
(d). The correct answers are among those given, and the same answer does not apply 
to more than one circuit . 

( I ) (2) 
a) Pole-zero plots of the input-output system function: 

x 

x 

b) Input-output differential equations: 

d2Vl(t) dVl(t) 
(t) 

_ dvo(t) 
�+�+Vl - dt 

dVl(t) 
+Vl(t) = dvo(t) 

dt dt 

d2Vl(t) 
+ V1(t) 

= dvo(t) 

dt2 dt 
dV1(t) 

+ Vl(t) = vo(t) 
dt 

d2vl (t) dVl (t) 
(t) 

_ dvo(t) + 
(t) --+-- +Vl --- Vo 

dt2 dt dt 
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. V1(J'21r f) 
c) Input-output frequency responses, IH(J21r 1)1 = Vo(j21r f): 

2010g1H{j271'nl 20 log! H{j271'fl! 

-�-------. Iog' log' 

20 log IH(j271'fl! 20 log I H(j271'fll 

[ill [I1 
-4------��-� logf --�-------� Iog' 

2010g1H(j271'fll 

-�--------�� log' 

d) Responses to the unit step, vo(t) = u(t): 

The correct answers are: (1) �QJ�[!J; (2) [�[IJ[01 wi; (3) [[]@][!J@]. 
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i (t) t 20k.D. 
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+ 

v (t) 

a) Show that the system function of the circuit above is approximately 

H(s) = Yes) = 103 s + 27r X 2000 
(ZSR). f(s) s + 27r X 100 

b) Locate the poles and zeros of H(s) on a sketch of the s-plane. 

c) Use Bode's method to show that the magnitude and phase of the frequency response 
H(j27r f) of the above circuit vs. logiO f (where f = W /27r) are as sketched below. 

CD 
"0 
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I:: 70 N ...... 
:t 60 
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Exercise 4.3 

+ 

Rl = 1 kO, R2 = 1 MO, C1 = 1 00 J.LF, C2 = 1 J.LF 

a) From the types of elements and the structure of the network above, argue that 
both the poles and the zeros of the transfer system function H(s) = V2(s)/Vi(s) 
(ZSR) must lie on the CT-axis, although they do not need to alternate. 

b) Show that in fact 

c) Use Bode's method to sketch the magnitude and phase of H(jw), checking the 
curves below. Use limiting arguments at very large and very small frequencies to 
argue directly from the circuit why a bandpass response of this sort should be 
expected. 

3 '....., -20 
l:: 

o 
g -40 

o 
C\J 

...., 

".-------, ", ..... " ..... ", ..... /. � 

-60 fC----+----+----+-----+------.:�-..... w 
90°+----__ 100 1000 

3 ' ....., o 
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Exercise 4.4 

The Laplace transform of the response of a system H(s) to a unit step input is 

Y(5) = 5+1 
53 + 282 + 101s' 

Use a pole-zero diagram to argue that the frequency response IHUw)1 of this system is 
similar to that of the simple resonant system of Example 4.2-1 with Q = 5. 

Exercise 4.5 

A system is said to be controllable if for every possible initial state there exists an input 
that will drive the system to rest in a finite time. As an example of an L TI system that 
is not controllable, consider the system described by the block diagram below. 

r--------------------------, 
1 1 5+1 1 a 

xU) 1 
• I �  

5+ 2 1 
I 

5+1 1 
1 

1 b 1 
L _______________________ J 

y(t) 

Prior to t = 0, the switch has been in position (b), so that at t = 0 the right-hand 
system will typically have nonzero stored energy, whereas the left-hand system will be 
at rest. At t = 0, the switch is thrown to (a). Using the fact that the response of an LTI 
system for t � 0 can be considered as the sum of two parts-ZIR plus ZSR-argue that 
there is no input x(t) of finite duration (i.e., x(t) == 0 for all t > T) such that y(t) == 0 
for all t > T. 
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Problem 4.1 

PROBLEMS FOR CHAPTER 4 

The system function H(s) = V3(s)jVo(s) for the circuit of Example 3.3-1 and Problem 
3.1 was found to be 

-as 

a) Show that non-negative values of R1, R2, C1, C2, and a can always be chosen to 
position the poles of H(s) at any desired locations on the negative real axis or as 
a conjugate pair anywhere in the left half-s-plane. 

b) In particular show that poles at s = _ 103 and -2 X 103 sec-1 can be realized with 
RI = 1000 fl, R2 = 10,00011, a = 1, and appropriate values of CI and C2. 

c) Use Bode's method to sketch IH(jw)1 for the pole locations achieved in (b). 

d) Assuming Rl and R2 as in (b), find the minimum value of a and appropriate values 
of C1 and C2 to position the poles at s = -102 ±jl03 sec-I. 

e) Sketch IH(jw)1 for the pole locations achieved in (d). 

Problem 4.2 

x jw 0 
R X 0 

+ + 
vI (t) c:r 

C X 0 

X 0 

a) The circuit above is an example of an all-pass network. Compute and sketch 

IH(jw)l. Why is this called an "all-pass" network? 
b) Using the vectorial interpretation of H(s) developed in Section 4.2, argue that any 

system function having poles and zeros at mirror image points as shown has the 

following properties: 
i) iH(jw)1 = constant 

ii) LH(jw) is a non- increasing function of w. 
Such a pole-zero diagram is a general characterization of an all-pass network. 
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Problem 4.3 
A second-order Butterworth lowpass filter with a cutoff frequency of 6000 rad/sec will 
have an R(s) described by the pole-zero plot shown below. 

a) Determine analytically and sketch IH()211"j)I/R(O) vs. f. (IDNT: It is easier to 
start by finding IR(jw)12.) 

b) Find values of Land G to realize 

V2(S) � R(s) (ZSR) VI(S) 
with the form of circuit shown below. 

1000.0. L + 

� 
+ 0 

vI (1) c 0 v2( t) 0 

Problem 4.4 
Nonzero branch currents and voltages of the form 

jw 

x---- j3./2X103 
I 

3./"2,(103 
(j 

I 
I 
I -j3./2XI03 x----

where Sp is a natural frequency can exist in a circuit under conditions in which ail 
external sources are zero--this, indeed, is the characteristic significance of a natural 
frequency. This problem derives limitations on the complex numbers Sp that can be 
natural frequencies for linear circuits composed entirely of positive R's, Vs, and G's. 

a) Use Tellegen's Theorem* to show that if all the branch voltages and currents have 
the form above and if all sources and mutual inductancest are zero, then 

o. 

indudoTS capacitors re.3istors 

"Tellegen's Theorem states that if {vrn} is a complete set of branch voltages in a network that 
satisfy KVL and {i,J} is a complete set of branch currents in the same network that satisfy 
KCL ({ vrn} and {i,J} do not have to be sets that would simultaneously satisfy the dynamic 
equations faT the network), then I:vm i,J = 0, where the sum is taken over all branches of 
the network. (See, e.g., C. A. Desoer and E. S. Kuh, Basic Circuit Theory (New York, NY: 
McGraw-Hill, 1969) p. 393ff.) 
t The results to be derived remain true if mutual inductances are not zero, but the proof is 
slightly more complex. 
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b) Since each sum above must he real and positive, argue that 

i) All natural frequencies of positive RLC networks must have non-positive real 
parts , 

ii) The natural frequencies of networks composed of only positive £1s and C's 
(lossless networks) must lie on the jw-axis, 

iii) The natural frequencies of networks composed of only positive R's and £1B or 
only positive R's and C's (relaxation networks) must all lie on the negative 
real axis, 

Problem 4.5 
Consider a network driven by a current source of the form I est . If !Re[s) > largest real 
part of any of the natural frequencies, then ultimately all branch voltages and currents 
will have the form 

(See Chapter 3 . )  Furthermore the voltage at the terminals of the network will be 

where Z(s) is the driving-point impedance of the network. 

+ 
R LC 

N e t w o r k  

a) Use Tellegen's Theorem* in the form L: Vi i! = 0 (where the sum i s  to be taken 
over all branches of the network) to show that if all branch voltages and currents 
have the form above and if the network is composed of positive R's ,  £1s ,  and C's 
(assume that mutual inductances are zero as in the preceding problem) , then 

a l l  a l l  a l l  
induc t o r s  c a p a c i t or s  r e s i s t o r s  

*See footnote to Problem 4.4 
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b) Conclude from the above that for any driving-point impedance, 

!Re[ Z( s)] � 0 for !Re[s] � O. 

(Such a function is called a positive-real function . )  
c )  Interpret this positive-real condition by showing that at any frequency in the 

sinusoidal steady state a network composed of positive R's, L's, and C ' s  must 
absorb average power. This is another way of defining a network as passive (see 
the footnotes in Section 4.1) .  

Problem 4.6 
From the preceding problem, the driving-point impedance of a circuit composed of 
positive R's and C's only must have the form 

all  all  
capacitoTs resistoTs 

By analytic continuation this result must hold throughout the entire s-plane, not just 
to the right of the rightmost natural frequency. 

a) Conclude that the driving-point impedance of an RC circuit must satisfy the 
condition 

;}m[Z(s)] � 0 
throughout the entire upper half-s-plane. 

b) Expand Z(s) in partial fractions, assuming that all poles are simple (it can be 
shown that this is necessary) in the form 

ko k1 k2 kn Z(s) = - + -- + -- + " ' + --
S S + (11 S + (12 S + (1n 

where as previously shown all ki and (1i are real and all (1i are positive. Show that 
the condition in (a) requires all k, to be positive. (IDNT: If some k, were negative, 
consider �m[Z(s)] for S in the upper half-plane near S = -(1i .) 

c) Show that any driving-point impedance having the form given in (b) can be realized 
in the following circuit arrangement (called the Foster form): 

\ 

R2 

y 
z ( s ) 
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Problem 4.7 
Prior to being fed to the recording head that cuts the master for a conventional 

phonograph record, the audio signal is passed through a network that attenuates 

the lower frequencies (to avoid overdriving) and boosts the higher frequencies (to 
help combat scratch noise). A compensating network must then be inserted into the 

reproducing equipment. The standard RIAA equalizer characteristic is shown in the 

figure below. 

30 TT IT  

20 

m 
"0 1 0  
3 ....... 0 l:. 
0> 
52 - 1 0 ° 

O N  O N O N 
II) I ° I  � I  
I II) N 

� 
� 

, 
, 

"-
N 

- 2 0  � 
� - 3 0  

I 2 5 1 0  1 00 1 0 00 
FR EQ U E N C Y  ( H z )  

a) Find a simple pole- zero diagram and a rational function H(s) that corresponds to 
the magnitude characteristic shown. Assume that H(s) contains one zero and two 
poles, all on the negative real axis . 

b) Show that the impedance of the circuit below can be made proportional to H(s) 
above. Choose the proportionality factor so that the largest resistor is 1.1 MO and 
find all four parameter values. 

c) A common phonograph-cartridge preamplifier circuit is shown in the figure below. 
The 739 is a dual low-noise op-amp designed for audio applications. The 47 kO 
resistor is the standard load resistance for magnetic cartridges . C3 and C4 are 
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blocking capacitors that are necessary because the 739 is usually powered from a 
single-sided power supply; assume (for the moment) that they are so large that 
their effects can be ignored at most frequencies of interest. Show that this circuit 
approximates the RIAA characteristic. (Note that, except for rounding off to 
standard 5% values, the impedance of the dashed box is that derived in (b) .) What 
is the gain of this circuit at 1 kHz? 

To C3 
4��----�1 �----�------� 

Co r t r  i d g e  
r - - - - - - - - - - - - - ., 
I 9 1  K .o,  1 . 1  M .o,  I 
I I 

�------�I� I 

-=-

I 
I I 
I 8 2 0 p F  .0 0 27p.F I 
L _ _ _ _ _ _ _ _ _ _ _  ...J 

O u t p u t  
t o  

Power 
A m p l i f i er 

-=-

d) In 1978 the RIAA characteristic was modified to specify equalization 3 dB down 
from the previous standard at 20 Hz, rolling off at 6 dB per octave below 20 Hz . 
Show that this can be approximately achieved with the above circuit by setting 
C4 = 8 .2  JLF. (HINT: Treat the 820 pF and 0.0027 JLF capacitors as open circuits 
at the lower frequencies where C4 is important, whereas C4 is approximately a 
short circuit at the higher frequencies where the other capacitors are important . ) 

Problem 4.8 
The intermediate-frequency (IF) amplifier of a superheterodyne radio receiver has two 
important functions-to provide the bulk of the amplification needed for the desired 
station or frequency channel, and to attenuate all other frequency channels. To ac
complish these goals , several stages of tuned amplification are usually employed . A 
simple model for such an amplifier might appear as shown in the figure below. 
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a) Suppose that all four stages are identical. Argue that 

for f near fo = 1/27r..;r;c and for Q = woRe» 1. Find K. (HINT: See Example 
4.2-1.) 

b) Show that the half-power bandwidth of the system of (a) is given by 

fo b..f = 0.435 
Q 

. 

Determine the appropriate value of Q for a bandwidth of 10 kHz and a center 
frequency of 455 kHz. (These are a typical bandwidth and IF frequency for an 
AM radio receiving station in the standard broadcast band.) 

c) Stations other than the one to which the radio is tuned can be represented ap
proximately as sinusoidal components of vo{t) at frequencies that are multiples of 
10 kHz displaced from 455 kHz. Immediately adjacent channels are not usually 
assigned in the same geographical area. Determine the attenuation in dB of a 
signal at 475 kHz relative to one at 455 kHz in the system of (a) with Q as in (b). 

d) It is usually assumed that an at- jW 
tenuation of 50 to 60 dB is necessary , 460 kHZ } to suppress an unwanted signal ade- , 

quately; the system described above " 

does not meet these specifications -- -��: 455 kHz X 21Tj 
for a station 20 kHz away. Better 
results can be obtained by tuning 450 kHz 

the interstage circuits in the figure 
----1---------- "(I 

to slightly different frequencies. 
Specifically, suppose the poles are 
equally spaced along a circle as in 
the diagram to the right. Use an ex- - 2rr j X 455 X 103 
tension of the vectorial ideas and the 
Butterworth filter characteristics of 
Section 4.3 to show that 

1 IH(j27rf)1 
IH(j27r fo)l � --;::======== 

1+ 1 2(fo-f)] S 

L b..f 
where fo = 455 kHz and b..f = 

10 kHz. 

e) The amplifier of (d) has the same half-power bandwidth as that of (a). Find the 
rela.tive attenuation at 475 kHz for this system. (In practice, coupled coils would 
be used to realize two pole-pairs in each stage; thus only two stages rather than 
four would be necessary to achieve this level of performance. ) 
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The circuit below is called the Sallen-Key circuit. 

c, 

( I - ,B ) R  + 
v, ( t )  

,BR 

a) Show that, under ZSR conditions, 

where 

V2(s) w51f3 
Vl (S) = s2 + 2(}:s + W6 

2 1 
Wo = R1 C1R2C2 
2Q: = Rl�l + R2�1 + R2�2(1 - �) -

+ 

b) A feature of the Sallen-Key circuit is that the magnitude and angle of the pole 
locations can be independently adjusted. For the equal-components case (Rl = 
R2 , C1 = C2), show on a sketch of the s-plane the locus of pole locations that can 
be realized for a fixed value of Rl C1 as f3 varies, 0 < f3 < L How does this locus 
change as the value of Rl C1 changes? 

c) The parameter values in a cascade of several Sallen-Key circuits can be chosen to 
realize an overall system with arbitrary pole locations and all zeros at 00 .  lllustrate 
this procedure by finding the element values for a cascaded pair of Sallen-Key 
circuits whose overall system function has the form of a 4th -order Butterworth 
lowpass filter with cutoff frequency of 1 kHz, that is, 

K 
H( 8) = (82 + 1 1 -610 X 103 8  + 39.478 X 106 )( 82 + 4 .809 X 103 8 + 39 .478 X 106 r 

For simplicity, choose all capacitors to be 0. 1 ,uF . What is the resulting value of 
K? Show the locations of the poles in the complex plane and explain why tills 
pole-zero arrangement would be expected to correspond to a lowpass filter with 
1 kHz cutoff frequency. What would be the effect on IH(jw) 1  of a change i n  the 
value of all the capacitors to 0 .2  ,uF? 

Problem 4.10 
a) A typical treble tone-control circuit, providing both treble "boost" and "cut;" is 

shown in the figure on the next page. Sketch the magnitude of the frequency 
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response of this circuit for the three positions of the potentiometer shown in (1) ,  
(2), and (3).  Make reasonable approximations. 

4 7 0 p F  2 2 0 k n  

+ 

+ 
( I ) ( 2  ) ( 3  ) 

4700p F 

b) Discuss the "taper" of the potentiometer-the curve of resistance between the 
tap and one end as a function of geometric tap position or shaft angle-that 
would probably be appropriate for this circuit . (With the addition of several more 
elements this circuit can provide both treble and bass control as shown below.) 

47 0 p F 

+ 

+ 

Problem 4 . 1 1  

2 2 0 k n  

5 5 0 k n  
Boss 

2 2 k n  

The circuit shown o n  the next page i s  frequently employed a s  a crossover network to 
apply the appropriate ranges of frequencies to the low- and high-frequency speakers 

(represented by the resistances R) of a hi-fi system. 
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+ Low 
R vI ( I )  Frequency 

Speaker 
-

Rl 
+ 

v, ( f )  
H i g h  

Frequency  
Speaker  

1 c = --
..fiRwo 

a) Show that the impedance Z(s) looking into the crossover network is in fact a 
constant resistance R, independent of frequency. 

b) Find the system functions relating each of the outputs to the input. Locate their 
poles and zeros on a sketch of the s-plane. (HINT: Note that as a result of (a), 
the voltage va(t) is simply a fixed fraction of vo(t) , independent of frequency. You 
should find that the poles of both system functions are located at s = woeiih/4 . )  

c)  Sketch the magnitudes of the frequency transfer characteristics Wi (j'w)/VUw)1 of 
the two speakers. What is the significance of the parameter Wo ?  

Problem 4.12 

If H( s) is  a rational function (i .e . , a ratio of polynomials in s with real coefficients), then 
it is easy to show that IH(jw) 1 2  will be a rational function in w2 with real coefficients. 
To go backwards from IH(jwW to H(s) one can use the following procedure : 

i) Observe that 

IH(jw) 1 2 = H(jw)H( -jw) = [H{s)H(-s)] .=Jw · 

Hence, if we substitute w2 = _s2 in IH(jw ) 12 , we can identify the result as 
H(s)H(-s) .  

ii) Locate the poles and zeros of H(s)H(-s) on a sketch of the s-plane . In general 
they will occur in quadruplets, except that poles or zeros on the real axis need 
occur only in pairs , as shown on the left in the figure on the next page. 

iii) Identify the poles in the left half-plane with H(s). Their images in the right half
plane then correspond to H( -s) . The zeros of H( s) may be taken (in conjugate 
pairs) from either half-plane ; if they are all taken in the left half-plane, the result 
is called the minimum-phase H(s) .  
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s - p l a ne s - p l a n e  
)( )( 

)( )( 

As an example consider 

Then 

- I  + 1  

) J 
H ( S ) H ( - s )  

. 2 1 1 \ 
IH(Jw)1  = 1 + w2 = 1 - 52 S= J W  

1 1 
H(5)H(-5) =  

1 - 52 = (1 + 5)(I - s) 
which yields the diagram shown to the right above. Thus 

1 1 
H(s) = -

I
' H(-s) = -·-l · s +  -5 + 

a) Apply this procedure to find H(s) corresponding to the third-order Butterworth 
lowpass filter (see Example 1 .7-2) :  

IH(jw) 1 2  = _
1 -6 . l + w 

b) Show that this H(s) can be realized (except for a scale factor) by the circuit below, 
which was studied extensively in earlier chapters . Find the values of L and C. 

I n  L L 
+ 

+ c I n  

c) Use the result obtained in (b) to determine values of L and C for a practical filter 
to work between resistors having the value of 1000 0 instead of 1 0 and yielding 
a cutoff frequency of 1000 Hz instead of 1 rad/sec. 
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The Twin-T network of Example 4 . 1-1 is to be used as a "notch" filter to eliminate a 
60 Hz powerline interference signal from the voltage-source waveform Vi(t). 

c c 

a) From the results of Example 4 . 1-1, show that 

1 S2 + __ 
H(s) = Vz (s) 

= (RC)2 
V1 (s) 2 4s 1 

s + RC + (RC)2 

+ 

b) Indicate the pole and zero locations for H(s) on a sketch of the s-plane. 

c) Show that IH(jw) 1 = 0.707 \H(O) \ for w / RC = J5 ± 2. These points, together with 
the limiting values of IH(jw)1 as w --+ 0 and w --+ 00 and the location of the zero, 
should give you enough information to prepare an adequate sketch of IH(jw)1 VB. 
10glO(w/RC). 

d) Determine an appropriate value of R to place the zero at 60 Hz if C = 1 JlF. 

Problem 4.14 

5 
5 

../2 

I H ( jw )  I 

__ ��� ________ �-+ __ � ________ -�-�-� ______ � W  
o 1 0  
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a) Find the poles and zeros of a system function R(s) having approximately the 
frequency response shown on the preceding page. 

b) Find a differential equation relating the input x(t) and the output yet) of the LTI 
system described in (a). 

Problem 4.15 
The following circuit appears in an op-amp manufacturer 's data manual with the 
suggestion that it may be useful as a scratch filter in a phonograph amplifier . 

+ + 
R R 

v2 ( t ) 

I
CI 

I
C' 

1 - - - ":' 

a) Show that the system function R(s) = V2(S)/V1 (s) (ZSR) is given by 

1 H( s) = 7:( R=-C=1-:R=-C=2-:R=-C=3--;")-:S3:-+--=-2R=-==C=-2 (-:-:R=-C=-1-+--=R=-=C=-37)S-;;C2-+-(;:;R=-C=-1-+--::-3R:::-::::C:-;2 )'-s-+-:-1 . 

b) Locate the poles of H(s) on a plot of the s-plane for C1 = 0.0022 ji.F, C2 = 330 pF, 
C3 = 0.0056 ji.F , R = 10 kO. (HINT: One of the poles should be near s = -27r X 104 

sec- I . ) 

c) Sketch IH(jw) l .  (HINT: Consider R(s) as approximating one of the class of Butter
worth lowpass filters described in Section 4 .3 . )  

d) The op-amp manufacturer suggests that the half-power frequency of  this lowpass 
filter (the frequency at which IR(jw) 1 2 = 0 .5)  can be adjusted by using a 3-ganged 
switch or potentiometer to change the common value, R, of the three resistors. 
Explain how this works in terms of the algebraic structure of R( s) .  Describe the 
pole locations and determine the value of the half-power frequency if R is doubled 
(to 20 kO) with no change in the values of the capacitors. Repeat for R halved 
(to 5 kO). (It should be possible to answer these questions without recomputing 
or refactoring the denominator polynomial of R(s) .) 
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